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ABSTRACT 

 
 
 
The employment of classification in learning big relational data is an important 
research field. Learning big relational data often involves large feature 
dimensionality and this can be very time consuming. Many approaches have been 
developed to learn relational data. One of the approaches used to learn relational 
data is DARA. The DARA algorithm is designed to summarize data with one-to-
many relations. However, DARA suffers a major drawback when the cardinalities of 
attributes are very high because the size of the vector space representation 
depends on the number of unique values that exist for all attributes in the dataset. 
A feature selection process can be introduced to overcome this problem. However, 
different feature selection methods used will produce different sets of selected 
features and thus produces different classification results. The final results 
obtained based on these sets of features selected can be further optimized by 
computing the consensus result in order to achieve a good classification result. 
This can be achieved by introducing an ensemble technique into the framework. 
Ensembles are frequently used to improve the predictive accuracies of multiple 
classifiers by producing the final consensus result from multiple classifiers. In this 
project, a two-layered genetic algorithm-based feature selection is proposed to 
form the basic ensemble in order to improve the classification performance in 
learning relational datasets. Results from the experiments show that the proposed 
method is able to improve the accuracies of classification tasks and k-NN classifiers 
with Euclidean distance as similarity measurements outperformed other classifiers.  
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ABSTRAK 

 
 
 

Kegunaan klasifikasi dalam pembelajaran data berhubung besar adalah satu 
bidang penyelidikan yang penting. Selalunya, pembelajaran data berhubung 
melibatkan kedimensian ciri yang besar dan ini amat mengambil masa. Banyak 
kaedah telah dicipta untuk mempelajari data berhubung. Salah satu kaedah yang 
telah digunakan untuk mempelajari data berhubung adalah DARA. Algorithma 
DARA direka untuk meringkaskan data yang mempunyai hubungan satu-ke-banyak. 
Namun, DARA mengadapi satu kelemahan utama apabila kardinaliti ciri amat tinggi 
kerana  saiz perwakilan ruang vektor bergantung kepada nilai-nilai unik yang 
wujud untuk semua ciri-ciri dalam dataset. Proses pemilihan ciri boleh 
diperkenalkan untuk mengatasi masalah ini. Walau bagaimanapun, kaedah 
pemilihan ciri berbezaan yang digunakan akan menghasilkan set ciri-ciri yang 
berbeza dan dengan itu keputusan klasifikasi yang berbeza akan dihasilkan juga. 
Keputusan akhir yang diperolehi berdasarkan kepada set ciri-ciri terpilih boleh 
terus dioptimumkan dengan mengira hasil kesepakatan dalam usaha untuk 
mencapai keputusan klasifikasi yang baik. Ini boleh dicapai dengan 
memperkenalkan teknik ensemble ke dalam rangka kerja tersebut. Teknik 
ensemble sering digunakan untuk meningkatkan ketepatan ramalan pelbagai 
pengelas dengan menghasilkan hasil konsensus akhir daripada pelbagai pengelas. 
Dalam projek ini, pemilihan ciri dua lapis yang berdasarkan kepada algoritma 
genetik telah dicadangkan untuk membentuk ensemble asas untuk meningkatkan 
prestasi klasifikasi dalam pembelajaran dataset hubungan. Hasil daripada 
eksperimen menunjukkan bahawa kaedah yang dicadangkan mampu 
meningkatkan ketepatan tugas klasifikasi dan pengelas k-NN dengan jarak 
Euclidean sebagai ukuran persamaan mencapai keputusan yang lebih baik 
daripada pengelas lain.   
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

1.1 Overview 

The use of computer, electronic devices and the World Wide Web have become 

significantly important to the world as they bring conveniences to human’s daily lives. 

Back in 1993, there was only less than one percent of the world’s population who has 

access to the internet. Today, the internet is accessible to nearly 3 billion people or 

40% of the world’s population. The growth of the electronic devices and computer 

usage in every aspect of human’s daily activities had made electronic data extremely 

valuable. Such growth is because the traditional way of storing data are based on 

physical basis for example information recorded on papers. With the volume of 

generated data increasing exponentially, the traditional approaches of storing the 

data become much less efficient in most domains and storing them electronically is 

always chosen as substitution. These electronic data can then be used in data mining 

to perform many tasks including classification. Up to this day, great amount of 

electronic data have been generated which end up making them big data. 

 

In data mining, electronic data or information stored in electronic devices are 

being analyzed and summarized in data mining process to discover previously 



2 
 

unknown patterns, associations, changes, anomalies and significant structures for 

classification purpose. Extraction of these patterns usually involves analyzing a large 

quantity of data from database, data warehouses, or other information repositories. 

In classification tasks, these patterns are exploited to make predictions and the 

accuracies define the usefulness of the patterns discovered. Discovering interesting 

patterns often involves features selection where subsets of relevant features or 

variables are selected from the data for use in constructing data mining model. 

Traditional data mining algorithm look for patterns in a single table of a database by 

analyzing the features in the table. While most structured database store data in 

multiple tables and they are linked to each other to reduce redundancies, looking for 

patterns in a single table may leave out important features in other tables and thus 

lead to inefficiencies. In this project, a two-layered genetic algorithm-based ensemble 

classifier will be proposed in the attempt to improve the accuracy performance in 

learning big relational data. 

 

Ensemble classifier is a robust technique frequently used by researchers to 

improve performance of classification in big relational data. Ensemble consist 

collection of different classifiers where each of the classifier will perform classification 

task to an entry and the final decision will be made by using voting system. Genetic 

algorithm represents an intelligent exploitation of random search which has been 

widely applied for problem solving in many real world applications including 

optimization problems and search problems. Designed to simulate the natural 

selection process, genetic algorithm handles randomization problem by utilizing the 

concept “survival of the fitness” which in normal case bad solutions will be omitted 

while exploring solutions in regions with better performance. With this, we can see 

that genetic algorithm is robust as it maintains randomness of a search and trying to 
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look for best solutions within the search space. Moreover, genetic algorithm 

outperformed many typical optimization techniques for searching in a large 

dimensional surface. Therefore, genetic algorithm has always been one of the top 

approaches being used for feature selection optimization in large search space 

problems. 

 

 

1.2 Problem Background 

Relational data mining is different from traditional data mining methods, in which all 

features obtained from multiple tables that exist in a structured relational database 

can be collected, selected and exploited during the data mining process. In other 

words, a relational data mining involves learning of target table that has a one-to-

many relationship with records stored non-target tables in order to look for patterns 

across multiple tables and thus having the potential to outperform traditional data 

mining techniques in many cases. This might seem to be an ideal approach to 

discover useful and interesting patterns from relational databases. Unfortunately 

when it comes to learning big relational data with high degree of one-to-many 

association, joining features from multiple tables may cause information loss. 

Therefore, data transformation becomes a tedious trial-and-error work and the 

classification result is often not very promising especially when the number of tables 

and the degree of one-to-many association are large.  

 

Data transformation process could be used to transform a relational data 

representation into a vector space model representation by combining records stored 

in the target table in a relational database that has a one-to-many relationship with 

records stored in other non-target table. Transformed data will be summarized and 
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append to the target table as new features. There is a drawback for this method, 

transforming these features may cause the vector space dimensionality to grow 

larger and causes the search dimension to be relatively large as well. In classification 

tasks, analyzing and processing each and every feature in the large search space 

makes the process very costly especially in term of time and computational resources. 

Therefore, various feature selection techniques are applied to help solving the 

aforementioned problem for classification task in relational data mining. 

 

 

1.3 Problem Statement 

Feature selection is the process to omit irrelevant features to the search goal and 

select a subset of relevant features for use before data mining process take place. In 

order words, feature selection can reduce the search space to achieve cost 

effectiveness [1]. This is important because the predictive accuracy of any 

classification tasks depends on the quality of the input data and good features 

selection technique is always crucial in classification task for big relational data to 

minimize costs and redundancies. However, selecting good features in big relational 

data has been a very challenging task that many researchers face due to the large 

number of different subsets of relevant features must be evaluated. In some cases, 

using random selection of features in big relational data shows improvement in 

accuracy performance of the classifiers. Despite that, using random subset of 

features has a major drawback that is it cannot guarantee the features selected are 

discriminant, causing poor classifiers to be generated [2]. In this case, genetic 

algorithm can be applied to perform the optimization task for the feature selection [3] 

[4] [5]. However, different classifiers (e.g., 1-Nearest Neighbor, 2-Nearest Neighbour, 

3-Nearest Neighbor and etc.) may require different sets of features in order to 
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maximize the predictive accuracies. Thus, one of the main focuses in this research is 

to study whether classification tasks for big relational data can be improved by 

selecting common features that are derived from several sets of features obtained 

from different classifiers. 

 

In an ensemble system, improvement is achieved when there are diversities 

among the classifiers which they do not make correlated error and the classifiers 

have certain accuracy in making predictions [6]. In other words if every classifier in 

the ensemble system has good performance in learning big relational data and they 

are using different features to perform the task as aforementioned, theoretically this 

ensemble system is able to improve the performance of classification task for big 

relational data. However, if all classifiers are used in the ensemble system, it can be 

very costly in term of computational resources because every classifier has to look 

into features in the big relational data and make predictions before final decision is 

made. This problem then makes the feature selection meaningless as it aims to 

optimize cost of the process and its objective is not achieved. Therefore, our second 

main focus in this research is to investigate whether using only a subset of effective 

classifier is able to generate an effective ensemble system to learn big relational data. 

 

In order to investigate the two aforementioned problems, a two-layered 

genetic algorithm-based feature selection is proposed to form the basic ensemble in 

order to improve the classification performance in learning relational datasets. In the 

first layer, the proposed method involves the task of optimizing the process of 

selecting relevant subsets of features for several different classifiers. In the second 

layer, a genetic-based algorithm is applied to form the best ensemble classifier by 

selecting a subset of relevant classifiers obtained from the first layer described 



6 
 

previously. It is expected that the proposed method is able to improve the predictive 

accuracy in learning a big relational data. However, experiment must be done to 

prove such theory and therefore our last focus in this project is to investigate is there 

any significant improvement in term of predictive accuracy when the proposed 

framework of the evolutionary-based ensemble classifier is used in learning a big 

relational data. 

 

 

1.4 Research Objectives 

The purpose of this project is to propose an evolutionary-based ensemble system 

that can improve learning of big relational data. Focus of this project is as follow: 

1) To propose and develop an evolutionary-based feature selection based 

ensemble method in order to learn big relational data with more 

effective and more efficient. 

2) To investigate the effects of applying different similarity measurement 

method for k-Nearest Neighbor classifiers on the performance of the 

classification task. 

3) To investigate the effects of varying the percentage of selected 

feature on the performance of the classification task. 

 

 

1.5 Organization of the Report 

This report consists of 5 chapters where the chapter one is the introduction to this 

project which includes problem background, problem statement, objectives of the 

research and project scope. 

 

Chapter two consists of literature review of this research which includes 

general overview on data mining as a field and further explanation of feature 
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selections process, genetic algorithms and ensemble system include outlines of the 

steps involved in these processes. Other than that, chapter 2 will also further discuss 

the problem with a structured analysis of relevant researches done by other 

researchers, existing problems in relevant fields. 

 

Chapter three consists of methodology which presents a two-layered genetic 

algorithm-based ensemble classifier that aims to improve the accuracy performance 

in learning big relational data. Explanation includes steps taken in attempt to 

optimize the process of selecting relevant features for different classifiers, approach 

in attempt to generate the most effective ensemble classifier, and the evaluation of 

the method to determine its performance. 

 

Chapter four is preliminary experiment and experimental setting.  The 

experimental design will be presented in this chapter to explain how experiments will 

be carried out.  Details of the experiment including dataset, parameters, fitness and 

validation method will be discussed in this chapter to provide a clear picture of the 

experiment to users.  

 

Chapter five is last part of this project which consist an overall analysis of the 

project. The result and performance of the experiments will be presented and 

analyzed to make a conclusion whether the research objectives are achieved and the 

hypothesis is accepted.  
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CHAPTER 2 

 

 

LITERATURE REVIEW 

 

 

2.1 Introduction 

Nowadays, most scientific data are stored in relational databases. As the amount of 

data generated has been increasing exponentially, big relational data mining has 

become an interesting field of studies in recent years. Classification in big relational 

data mining is a very computational resources demanding task because of the data 

size and the attributes needed to process. Besides that in big relational data, 

selecting a subset of relevant features for classification purpose is difficult due to a 

large number of different subsets of relevant features must be evaluated and the 

search space is large. Ensemble has been applied in many ways to real world 

applications that involve classification of relational data because ensembles perform 

better than single classifier in many cases. Improvement of an ensemble based 

classifiers is achieved when there are certain diversity and accuracy among classifiers. 

Feature selection techniques are commonly applied to help reduce input 

dimensionality and produce good classifiers. However, there are possibilities that the 

features selected could not help to achieve diversities among classifiers in an 

ensemble system.  
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In the discussion above, we can briefly see that it is interesting to investigate 

whether selecting subset of features among the relevant features could generate 

good classifiers especially in learning of big relational data for the main purpose of 

dimensionality reduction. Beside this, it is also interesting to investigate the 

effectiveness of learning big relational data with ensemble generated by using 

subsets the classifiers generated using feature selection as discussed previously. 

Therefore, the literature review of this project will focus mainly on various techniques 

and related works on feature selection, ensemble and also feature selection-based 

ensemble. 

 

 

2.2 Relational Data Mining 

In relational data mining, the databases involved consist of a collection of data 

stored in a set of tables associated to each other through reference key from one 

table to another [7] [8]. Many approaches have been applied in learning relational 

data; some of these approaches are applied with ensemble by researchers to 

improve the performance of learning relational data. Probabilistic Relational Models 

(PRMs) [9] is a method extended from Bayesian networks and designed for relational 

learning that looks for good dependency structures that defines the relations 

between variables in tables from training databases in order to handle relational data. 

In [10], an ensemble of a set of PRM components is used in learning imbalanced 

relational data where each PRM model will have the samples with minority class and 

random subset of equal number of samples from the majority class to make each 

component of the ensemble balance. 
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 A Relational Neighbor (RN) classifier [11] is a simple method that adopts the 

idea of “guilty by association” which makes predictions on relational data only based 

on class labels of related neighbors. It is shown that RN is able to perform 

competitively when compared to other relational classifiers including PRM. Random 

forest is applied by researchers [12] as classifiers within a hybrid relational learning 

framework which use both local attributes and flattened (aggregated) relational 

attributes. Their studies have shown that the prediction accuracy of the ensemble is 

usually better than individual classification tree. 

 

Inductive Logic Programming (ILP) is another famous approach in learning 

relational data which was introduced by Muggleton in [13]. This method uses logic 

presentation. Predicates for logic representation are constructed based on the 

knowledge provided and the syntactic predicates helps to make hypothesis [14]. 

However, research shows that ILP-based methods are inefficient for databases with 

complex schemas. Other than that, it is not appropriate to for continuous values and 

missing values as well [15]. 

 

Graph-based approaches apply mathematical graph theory and make use of 

the graph based representation to search for graph patterns [15]. The main 

challenge faced by this method is the graphs are too big to fit into the main memory 

during processing [16]. 

 

Propositionalization based approaches capture and store relational 

representation in propositional form [17]. These propositional forms are known as 

new features and are usually stored as attributes in a vector form. Dynamic 

Aggregation for Relational Attributes (DARA) approach summarizes the entire 
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contents of non-target tables before the target table can be processed for knowledge 

discovery [18]. 

 

The motivation of this project is based on previous works by [19] where he 

has proposed a method called Dynamic Aggregation for Relational Attributes (DARA) 

to summarize data stored in relational databases that consist of data with one-to-

many relations. In DARA algorithm, the entire contents of non-target tables are 

summarized to the target table. The relational data representation is transformed 

into a vector space representation after a data pre-processing stage. Then each 

feature extracted will go through model conversion and computation of component 

magnitude. Then data summarization will be performed which records stored in non-

target table are clustered and will be given a label to indicate the group that the 

records belong to. Finally, the data can be appended to the target table as an 

additional column of as a new feature. The empirical results obtained show that 

DARA algorithm is able to improve the predictive accuracies of C4.5 classifier 

compared to other relational data mining methods. However, DARA has a major 

drawback which the vector space dimensionality will grow larger because it is 

affected by the increment of number of distinct values for each column in relational 

database.  

 

In [20], the authors have proposed method called features transformation to 

overcome the aforementioned drawback in DARA algorithm. In their studies, they 

have implemented a further pre-processing step called features transformation in the 

data transformation process. They applied the TF-IDF (term frequency- inverse 

document frequency) as a statistical measure which expresses the importance of a 

feature. Features which have high frequency of present in a record will have a bigger 
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TF-IDF, but the TF-IDF value will be penalized if the same feature appears in other 

records too. Therefore, the dimensionality of record-pattern matrix can be reduced 

because all numerical values are required to be discretized before the feature 

selection process can be performed base of the feature scoring.  

 

 

2.3 Related Works 

2.3.1 Ensemble 

An ensemble of classifiers is a collection of multiple classifiers which is a powerful 

technique commonly used to improve overall predictive accuracy by consolidating 

various diversities and accuracies between the classifiers. In other words, different 

classifiers will make different errors but remain a certain quality of performance. This 

concept is to make other classifiers disagree with the incorrect decisions made by 

other classifiers. Such condition decreases the error of ensembles monotonically with 

an increasing number of classifiers provided that a specific voting mechanism is used 

and the errors are independent and all the classifiers have the same probabilities of 

error, provided that probabilities are less than 50% [21]. [6] show that diversified 

classifiers that do not make the same errors are shown having the abilities to 

improve performance of ensembles. Sampling from the original datasets and training 

the classifiers with the datasets obtained from it is the most straightforward to have 

the classifiers made uncorrelated errors. 

 

Breiman’s bagging [22] and Freund and Schapire’s boosting [23] are among 

the most popular ensembles methods that have shown impressive results for 

improving the predictive performance of ensembles. Both methods are proven to be 

effective in reducing generalization error [24].Bagging is a method applicable to any 
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base classifier that uses sampling with replacement or bootstrap in another word to 

produce new and different versions of training sets that have equal size as the 

original dataset. Each classifier is then trained on datasets and the outputs are 

combined using a simple voting to classify an entry. Boosting is a popular alternative 

to Bagging that uses adaptive sampling. The emphasis of this method is keeping a 

set of weight which every weight is for particular instance in the training sets. Every 

instance has the same initial weight and the weight is adjusted to let the classifier 

focus more on misclassified instances. This can be done by increasing the weights of 

misclassified objects. Ensemble has been applied in different classification techniques 

by many researches in attempt to solve various classification problems and to 

improve the performance of the classifiers. In the next section, we will discuss some 

examples of base classifiers. 

 

An ensemble selection is a mechanism used by the ensemble to choose which 

base learners to include in the final ensemble [25] [26] [27]. Many approaches 

assign a weight to each base learner which specifies whether the individual is 

included in the ensemble [28] [29] [30]. The simplest way to determine the weight 

of an individual is by using the individual’s fitness as its weight and this method 

suffers from a limitation that the weights do not reflect how well an individual 

cooperates with others in the ensemble. This limitation can be overcome by co-

evolve the base learner and their weight values in parallel. A secondary training 

phase is used to optimize the individual weights, which can be done using genetic 

algorithm and bit-string representation where each bit specifies whether a member is 

included or not in the ensemble [26] [28]. 
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