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ABSTRACT 

Available bandwidth is the maximum unused bandwidth at a link, whereby it is 
measured in bits per second. However, since available bandwidth in network is 
limited, it is very critical to manage the network bandwidth efficiently. In this 
research, bandwidth management model based on Software-Defined Networking 
(SDN) architecture is examined. Through the proposed model, real-time traffic was 
given priority to access the limited bandwidth over non-real-time traffic. SDN 
promises the simplification of network management compared to the traditional 
network. SDN architecture breaks the vertically integrated current network design 
and it introduces centralized network control through the SDN controller, which is 
considered as the greatest contribution of SDN in networking area. SDN 
architecture is adopted in this research because it promotes centralized control 
features which enable network programmability and supports better network 
resources management. Simulation was conducted using the EstiNet network 
simulator. Two groups of experiments with different situations have been 
conducted. Each experiment consisted of five simulations with different number of 
sender and receiver nodes. The first experiment simulated the traffics in a 
traditional network; and the second experiment simulated the traffics in a proposed 
network model. In this research, most of the available bandwidth was reserved to 
real-time traffic and the remaining portion was reserved for non-real-time traffic. 
The real-time throughput results of the two different experiments have been 
compared to evaluate the performance of the proposed model. The experiment 
results showed that the proposed model has successfully given priority to real-time 
traffic to access the limited network bandwidth. As the number of nodes increases, 
the average real-time throughput of experiment one and experiment two decreases 
linearly. When nodes reaches 10, the real-time average throughput of experiment 
one and experiment two are 635KBps and 473KBps respectively. 
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ABSTRAK 

MODEL PENGURUSAN JAL UR LEBAR MENGGUNAKAN 
RANGKAIAN PERISIAN YANG DITETAPKAN (SDN) 

Ja/ur lebar yang tersedia ada/ah ja/ur lebar maksimum yang tidak digunakan pada 
pautan, dimana /a diukur da/am bit sesaat. Wa/aubagaimanapun, ja/ur lebar yang 
tersedia dalam rangkaian ada/ah terhad. Adalah sangat penting untuk 
menguruskan ja/ur /ebar rangkaian dengan cekap. Da/am kajian ini, model 
pengurusan ja/ur lebar berdasarkan Rangkaian Perisian yang Ditetapkan (SDN) 
to/ah dicadangkan. Me/a/ui model yang dicadangkan, trafik masa nyata diberi 
keutamaan untuk mengakses ja/ur /ebar yang terhad berbanding traf 1k masa tidak 
nyata. SDN menjanjikan pengurusan rangkaian yang mudah berbanding rangkaian 
tradislonal. SDN memecahkan rekabentuk rangkaian semasa secara vertikal dan 
memperkena/kan kawa/an rangkaian berpusat me/a/ui pengawal SDN yang 
dianggap sebagai sumbangan terbesar SDN da/am bidang rangkaian. Seni bina SDN 
disesuaikan da/am kajian ini kerana /a mempromosikan ciri-c/ri kawalan terpusat 
yang membo%hkan pemprograman rangkaian dan menyokong pengurusan sumber 
rangkaian yang lebih balk. Simu/asi d#a/ankan menggunakan simulator EstiNet. Dua 
kumpu/an eksperimen yang mempunyai situasi berbeza to/ah d#alankan. Setiap 
eksperimen terdiri daripada lima simu/asi, dengan Mangan penghantar dan nod 
penerima yang berlainan. Eksper/men pertama mensimu/asikan trafik dalam 
rangkaian tradisional; dan eksperlmen kedua mensimulasikan traf* da/am model 
rangkaian yang dicadangkan. Da/am penyelidikan im, majoriti ja/ur /ebar yang 
tersedia dikhaskan untuk trafik masa nyata dan bahagian yang lain dikhaskan untuk 
trafik masa bukan nyata. Keputusan eksperimen masa nyata dar/ dua eksperimen 
yang berbeza to/ah dibandingkan untuk menilai prestasi model yang dicadangkan. 
Keputusan uji kaji menunjukkan model yang dicadangkan berjaya memberi 
keutamaan kepada trafik masa nyata untuk mengakses ja/ur lebar rangkaian 
terhad. Apabila nombor dar/ nod meningkat, purata masa sebenar purata 
percubaan satu dan eksperimen dua menurun secara linear. Apabila nod mencapal 
10 keputusan purata traf 1k masa nyata untuk eksperimen satu dan eksperimen dua 
adalah masing-masing 635KBps dan 473KBps. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Bandwidth is referred to as the transmission medium in the network. According to 

Chaudhari and Biradar (2015), available bandwidth is referred as the maximum 

bandwidth at a link or a path, and it is measurable in bit per second which relates 

to the speed of bit transmission in a link. The amount of available bandwidth in a 

network influences the amount of data that is transmittable in the network per unit 

of time, for example, an internet connection that has large bandwidth can transmit 

a set amount of data faster than an internet connection with a lower bandwidth. 

The amount of data is known as network throughput, where the throughput is the 

rate of successful information delivery in a given period of time that goes through a 

communication link (Dordal, 2018). The effective bandwidth utilization is a crucial 

factor to be considered in order to improve the network performance (Deepika and 

Babu, 2014). Since the amount of bandwidth in the network is fixed based on what 

subscriber pays for, it is crucial to plan forwarding of data with specific priority to a 

specific traffic independently from the source to the destination. In other words, it 

is very significant to plan forwarding data with priority for a predefined traffic from 

the source to the destination. 

Since the available bandwidth in network is fixed and as the number of 

sender nodes increased, there will be a situation in the network where the demand 

is beyond the bandwidth capacity (Deepika and Babu, 2014), so it is very important 



to manage the bandwidth usage efficiently. This research has identified that the 

complex design of the current network architecture has resulted in the complexity 

of the network resources (e. g., Bandwidth) management. In this research, the 

current network architecture is known as traditional network. The network controls 

in current network architecture are distributed, where each device in the network 

has their own data plane and control plane which means all devices perform both 

control and forwarding data functions. Since the network controls in current 

network architecture are distributed, network administrator needs to make changes 

to every single device in the network in order to implement new idea or new 

protocols. This leads to error-prone and time consuming. Besides that, the current 

network also provides best-effort service, in best-effort network (Huston, 2001) all 

packets compete equally for network resources (e. g., Bandwidth) because best- 

effort network does not offer any resource guarantee to any packets in the network 

(Huston, 2001). 

Figure 1.1 : Software Defined Networking Reference Model 
Source : Open Network Foundation (2012) 

Due to the complex design of the current network architecture, a model of 

bandwidth management based on architecture of the Software Defined Networking 

(SDN) has been proposed in this research (Astuto, Mendon, Nguyen, Obraczka, and 

Turletti, 2014). Figure 1.1 illustrated the SDN architecture proposed by the Open 
2 



Network Foundation Organization. Based on the proposed model, majority of the 

bandwidth is prescribed for real-time traffic; this means that real-time traffic is 

given priority to gain access of the limited bandwidth. This research adapted the 

SDN architecture in the proposed model because SDN promises the simplification of 

the network resources management through the centralization of the network 

control. Through this feature, all traffics in SDN are abstracted as flow, where flow 

abstraction allows network resources to be managed in a better way (Lara, 

Kolasani, and Ramamurthy, 2014). 

Farhady, Lee, and Nakao (2015) agreed that SDN refers to a network design 

that offers some solutions to address the problem of traditional network 

architecture limitation in terms of network management. SDN breaks the vertically 

integrated architecture of the traditional network devices; it splits the control plane 

away from the hardware devices and makes it centralize in a software known as 

SDN controller (Kim and Feamster, 2013). This network architecture is totally 

different from the current network architecture as the centralization of the network 

control makes the network programmability possible (Kreutz, Ramos, Verissimo, 

Rothenberg, Azodolmolky, and Uhlig, 2015). 

In SDN, the switch which is known as OpenFlow switch is connected with 

the SDN controller (Farhady et at.., 2015). The OpenFlow switch serves as a dumb 

switch, since it only performs data forwarding process following the decision made 

by the SDN controller. The SDN architecture will be discussed in more detail in 

Chapter 2. 

1.2 Problem Statement 

In this research, current network architecture is referred to as traditional network. 

As illustrated in Figure 1.2, it can be seen that the traditional network devices 

architecture are vertically integrated (Kreutz et al, 2015), where it is observed that 

the control plane and the data plane are placed directly inside the network devices. 

Since these two planes are coupled tightly, the network management process 

become complicated especially in terms of network resources management (Kabir, 
3 



2013). It is very difficult to add new functionality in traditional network architecture 

(Kreutz et al.., 2015) since each of the network devices has their own control plane 

that is responsible in making decision on how to handle the network traffic. Due to 

this matter, every single device needs to be configured in order to implement new 

idea. Manually modifying the network devices setting is time consuming and leads 

to error-prone/high error rate. 

FRAMES IN 

CONTROL PLANE 

DATA PLANE FRAMES OUT 

Figure 1.2: Control Plane and Data Plane Located on the Network 
Device 

The network bandwidth in Internet is limited, either in wired or wireless link. 

Several types of traffic may flow through the same link, where each flow is 

competing to use the bandwidth available in the link which leads to bandwidth 

bottleneck at the congested link. The current network architecture provides best- 

effort service (Huston, 2001). In best-effort service, any packets in the network are 

not equipped with resources guarantee and due to that, all packets that are sent, 

will compete equally to gain network resources (e. g., Bandwidth). Besides that, the 

best-effort service does not meet the needs of a real-time application that requires 

sufficient bandwidth to operate effectively. 

1.3 Research Motivation 

The motivation of the work presented in this thesis is to simplify the network 

resources management process in the traditional network architecture. Through the 

reviews in Chapter 2, this research has identified SDN architecture as the solution to 

make the management process simpler in the traditional network. This research 

4 



aims to propose a network model based on SDN architecture since the design of the 

current network architecture is complex and very hard to manage. The proposed 

model is used to manage the limited bandwidth by giving priority to real-time over 
the other traffics to access the limited bandwidth. 

1.4 Research Questions 

In order to attain the motivation that are stated in the previous section, three 

research questions were acknowledged: 

i. What key characteristics are required to simplify the network resources 

management in traditional networks? 

ii. How does SDN simplify bandwidth management process in the traditional 

networks? 
iii. How is the proposed model performance in networks evaluated and 

validated? 

The first research questions is answered and explained in Chapter 2, while 
the second research question is explained in Chapter 3 and third research question 
is answered in Chapter 4 and Chapter 5. 

1.5 Objectives 

Based on the stated research questions, three research objectives were derived: 

i. To identify the SDN features that can simplify network bandwidth 

management; 
ii. To propose a resources management network model based on the 

Software Defined Networking (SDN) architecture to manage the 

available bandwidth; and 
iii. To evaluate the performance of the SDN-Based Model (proposed model) 

through simulation by comparing the network throughput results 
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obtained in the traditional network with the throughput results obtained 
in the proposed model. 

1.6 Research Objectives Overview 

To ensure that the research objectives of the work in this research are achieved, a 

methodology of three phases is proposed. Each phase explains the steps taken to 

achieve the three objectives. The overall methodology is illustrated in Figure 1.3. 

Enhanced Bandwidth Management Model Using Software Defined Networking 

Phase I Phase II Phase III 

i 

Accomplish first objective 
(To Identify the SDN features 

that can simplify network 
bandwidth management) 

Accomplish second objective 
(To propose a resources management 
network model based on the Software 
Defined Networking (SDN) architecture 
to manage the available bandwidth) 

Accomplish third objective 
(To evaluate the performance of the 
SDN-Based Model (proposed model) 

through simulation by comparing 
the network throughput results 

obtained In the traditional network 
with the throughput results obtained 

in the proposed model. ) 

ý -ý-ýJ ýJ Uterature Review of 
Software Defined Networking 

Develop a modePl based 
hase I 

on finding in jr Simulate traffic 
Neýtwýmk 

ý 

ýJýý Chapter 2 Bandwidth Management and Queue 
Management 

4, 
Chapter 3 

Figure 1.3 : Proposed Research Method 

Evaluate the throughput results 
between the two experiment k 

Chapter 4 and Chapter 5 

Phase I: To identify the SDN features that can simplify network bandwidth 

management. Reviews of previous works were conducted to identify the SDN 

features that can be used to simplify the network bandwidth management. Details 

of this phase are presented in Chapter 2. 
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Phase II: To propose a resources management network model based on the 
Software Defined Networking (SDN) architecture so as to manage the available 
bandwidth. By using the findings in phase I, this research was proposed a resource 

management network model based on SDN. Details of this phase are described in 

Chapter 3. 

Phase III: To evaluate the performance of the SDN-Based Model (proposed 

model) through simulations by comparing the network throughput results obtained 
in the traditional network and the throughput results obtained in the proposed 

model. Details of this phase are described in Chapter 4 and S. 

1.7 Research Scope 

This research aims to find a solution to simplify the resources management in the 

current network architecture. The Software Defined Networking (SDN) paradigm 
has been identified as a solution to solve the research problem. Based on the 

surveys and studies done by researches (Lara et al.., 2014; Deepika and Babu, 

2014; Xia, Wen, Foh, Niyato, and Xie, 2015; Kreutz et al., 2015; Shu, Wan, Foh, 

Niyato, and Xie, 2016), SDN has been shown to be more effective in simplifying the 

network management because it has introduced lots of benefits to improve the 

network management in traditional network which were discussed in details in 

Chapter 2. In this research SDN-Based Network model has been proposed to ensure 
the bandwidth management process in traditional network is simplified, simulations 

were conducted to evaluate the performance the proposed model. After that the 

throughput results obtained in simulation of data in the traditional network and in 

the proposed model were compared. In the proposed model the available 
bandwidth in network is utilized by assuring priority to the real-time traffic to access 
the bandwidth. 
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1.8 Research Contribution 

The main contributions of this research can be summarized as stated below: 

i. A review of Software Defined Networking architecture were conducted 

and presented in Chapter 2. Through the review this research has 

identified the features/characteristics that the network management 

must have in order to simplify the network resources management in 

the traditional network. 

ii. The SDN-based model was proposed with explanation provided in 

Chapter 3 and Chapter 4. 

iii. This research has proposed SDN-Based Model which successfully 
improved the bandwidth management process in traditional network. 
Simulations were conducted to test the performance of the proposed 

model. The throughput results of the simulations of the traditional 

network, and the proposed model are compared. Based on the result 

obtained the proposed model successfully gives priority for the real-time 
traffics to access the limited bandwidth in the network. 

1.9 Published Work 

The work described in this thesis has been published in a number of refereed 

publications as itemized below: 

i. Conference 

a. Emilia Rosa Jimson, Kashif Nisar, and Mohd. Hanafi bin Ahmad Hijazi. 

(2017). Bandwidth Management using Software Defined Network and 
Comparison of the Throughput Performance with Traditional Network. 
2017 International Conference on Computer and Drone Applications 
(2017IConDA). This paper won the "Best Paper Award" in IConDA2017 

conference. Available electronically on IEEE Xplore. 
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