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ABSTRACT 

 

 

Hand gesture recognition plays a crucial role in communication between human and 
computer or robot. It is used to improve Human-Computer Interaction (HCI) for the 
sake of making the communication more natural and much easier. Static hand 
gesture or posture recognition using Haar-like features is being presented in this 
paper. Two static hand gestures which are index finger and fist are trained using 
Haar-like features algorithm. Index finger represents left click mouse event while fist 
represents right click mouse event. AdaBoost algorithm is applied in the training 
phase to increase accuracy and robustness of the system. Since this is a real-time 
system, built-in webcam is used to capture the image of the gesture. Brightness and 
distance are tested for evaluation of this system. Some static imported images are 
also tested. The experimental results show that both static hand gestures achieve the 
highest accuracy under a high degree (80%-100%) of brightness. Index finger and 
fist achieve 90.4% and 91.2% accuracy respectively under a high degree of 
brightness. The best distance is 80cm from the screen. Index finger achieves 92% 
accuracy for 80cm distance while the fist achieves 95.2% for both 80cm and 100cm 
distances. 
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PENGIKTIRAFAN ISYARAT TANGAN STATIK MENGGUNAKAN 

CIRI-CIRI HAAR 

 

ABSTRAK 

 

 

Pengiktirafan isyarat tangan memainkan peranan yang signifikan antara komunikasi 
manusia dengan komputer atau robot. Ia digunakan untuk meningkatkan interaksi 
manusia-komputer. Justeru, komunikasi manusia antara komputer lebih mudah dan 
bersifat. Pengiktirafan isyarat tangan statik atau postur menggunakan ciri-ciri Haar 
disampaikan dalam kajian ini. Dua isyarat tangan statik iaitu jari telunjuk dan 
penumbuk diiktiraf dengan menggunakan ciri-ciri Haar. Jari telunjuk adalah klik kiri 
manakala penumbuk adalah klik kanan. Algoritma AdaBoost juga digunakan untuk 
meningkatkan ketepatan. Sistem ini adalah sistem semasa. Oleh itu, webcam 
digunakan untuk menangkap gambar isyarat tangan. Kecerahan dan jarak diuji untuk 
penilaian sistem ini. Beberapa gambar juga diimport untuk tujuan penilaian. Hasil 
kajian ini menunjukkan kedua-dua isyarat tangan statik mencapai ketepatan yang 
paling tinggi dalam kecerahan yang tinggi (80%-100%). Jari telunjuk mencapai 90.4% 
manakala penumbuk mencapai 91.2% ketepatan dalam keadaan yang sangat cerah. 
Jarak yang paling baik adalah 80cm dari skrin. Jari telunjuk mencapai 92% ketepatan 
untuk 80cm manakala penumbuk mencapai 95.2% untuk 80cm dan 100cm. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

1.1 Overview 

 

 

This project is about to improve Human-Computer Interaction (HCI) by developing a 

system using static hand gesture to communicate with computer. Haar-like feature is 

used as the algorithm to train the hand gestures. 

 

1.2 Background of the Project 

 

In this era of science and technology, in order to communicate with robots or 

machines more efficiently, hand gesture recognition always plays its role in this field. 

Hand gesture recognition makes the communication between human and machine 

more natural and much easier. The example that closest to us in daily life is using a 

touch-screen hand phone. Samsung Galaxy Note 3 is equipped with the function that 

can browse gallery using air gestures. There are two types of hand gesture, which 

are dynamic and static hand gesture. Dynamic hand gesture is the motion originates 

from hand and it may refer to certain movement which conveys certain messages. 

Static hand gesture is the posture of hand that may convey some messages, we may 

call it as hand posture. Static hand gesture will be the focus in this study. In the field 

of human-computer interaction, static hand gesture recognition can be used to 

improve Human-Computer Interaction (HCI) in order to make a more user-friendly 

system. Wang & Wang (2008) presented a research of static hand gesture 

recognition for human robot interaction. These postures are tested for the 

experiment. Figure 1.1 illustrate a person interacts with the robot.



2 
 

 

Figure 1.1 Illustration of a person interacts with robot. 

 

 

 There are many technology gadgets in the market nowadays to aid in 

communicating with the computer, such as keyboard, mouse and touch-screen. 

These gadgets may be redundant when we have a system without any mechanical 

devices, such as keyboard and mouse. We can use our hand to be an input device 

instead of using mechanical device (Chen et al. , 2007 ). Static hand gesture 

recognition can be used to detect and recognize certain gesture or posture of user’s 

hand and therefore executes certain command. For example, system detects a 

posture of showing thumb and then starts to run a program. This will save the time 

of searching program under certain conditions. Many researchers have used data 

glove in the research to track the hand. Davis & Mubarak (1994) presented a model-

based method for hand gesture recognition which uses Computer Vision. In this work, 

marked glove is worn by user for the recognition of 7 gestures: top, down, left, right, 

stop, rotate and grab. These gestures are used to communicate with the computer. 

Kumar et al. (2012) used hand data glove for gesture recognition in their research of 

real-time HCI. It is found that the interaction is more accurate and natural when 

using data glove compare to conventional keyboard and mouse. There are no any 

limitations by using data glove compare to conventional keyboard and mouse. 

Accelerometer and Flex sensors are setup on the glove in the research which is done 

by Kataware & Bombale (2014). These sensors are used to track the movements and 

so the gesture presented by user. User can use the glove freely as the glove is 

wireless and simple gesture is easy to present. Figure 1.2 shows the wearable 

wireless device used in the study. 
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Figure 1.2 Wearable wireless device. 

 

 

 However, data glove costs a lot and it is cumbersome (Chen et al. , 2007). 

Figure 1.3 shows the cumbersome data glove.  

 

 

Figure 1.3    Cumbersome data glove. 

  

 

 User may not afford to buy an expensive and unpleasant-looked glove in 

order to control their computers. Therefore, more research of vision-based of hand 
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tracking is needed for the sake of making a user-friendly system without any 

mechanical devices or glove. In the vision-based hand posture detection system, 2D 

video input is connected to the computer to capture and track the hand. User does 

not need to wear any device to be tracked by the system. By using several 

algorithms, the gesture will be determined. Figure 1.4 shows the vision based 

gesture recognition system without using glove. 

 

 

Figure 1.4 Vision based posture recognition without using glove. 

  

 

 To recognize the static hand gestures, Haar-like feature and related 

techniques are applied. Haar-like feature is a technique that uses feature for 

recognition rather than pixels. Haar-like feature is well-known in face detection. For 

example, Viola & Jones (2004) used this feature for face detection and it achieves 

high rate for the detection in real time. 

 

1.3 PROBLEM STATEMENT 

 

In this era of modernization, technology development is in rapid growth. There are 

many computer gadgets to allow us to communicate or control our computers more 

easily. However, sometimes we may weary to use those devices in order to 

communicate with our computers. The mechanical devices could be a redundancy 

when we travel somewhere. For example, it is difficult to use a mouse in an airplane 

due to its confined space. Other than that, prolonged use of mouse leads to some 

healthy problems. For instance, it may cause repetitive strain injury. Thus, a more 
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user-friendly system in Human-Computer Interaction (HCI) without mechanical 

device is needed. Moreover, HCI without mechanical device leads us to a more 

decent life. In order to make a more user-friendly HCI system, it is good to 

implement static hand gesture recognition without mechanical device. By using this 

system, user can command their computers with certain static hand gesture. Static 

hand gestures are used to make left click and right click events instead of using 

mouse or touchpad. Therefore, there is no any mechanical device is needed to 

communicate with the computer. 

 

1.4 Aim 

 

The aim of this project is to build a system which can recognize static hand gesture 

using Haar-like features. 

 

1.5 Objective 

 

There are two main objectives in this project: 

i. To build a static hand gesture recognition system using Haar-like features.  

ii. To measure the accuracy of the system for static hand gesture recognition. 

 

1.6 Scope 

 

This project is carried out to recognize static hand gesture. Haar-like feature is used 

as the algorithm in training the static hand gesture. Two different types of static 

hand gestures are trained: index finger and fist. Each static hand gesture represents 

one operation. Thus, we have two operations which are right click and left click. 

Index finger represents left click while fist represents right click. This project focuses 

on medium light to light skin datasets of static hand gestures. Other than that, this 

project recognizes hand gestures in a black background. Some other related 

algorithms are applied to transform input color space and detect hand. To implement 

this algorithm, language C++ is written in Microsoft Visual Studio 2012 with the aid 

of Open Computer Vision library (OpenCV). 
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 A laptop with built-in webcam is used in this project. Built-in webcam with 

resolution is used to capture and detect the hand.  

 



 
 

CHAPTER 2 

 

 

LITERATURE REVIEW 

 

 

 

2.1 Introduction 

 

 

Several methods used for the phases in static hand gesture recognition system will 

be discussed in this section. Hand detection, classification and training using Haar-

like features are the main phases. Some prominent methods such as Gaussian 

mixture model, colour transformation and AdaBoost algorithm are also discussed. 

 

2.2 Static Hand Gesture Recognition 

 

Gloved-based system is the starting point for hand gesture recognition. Meaningful 

gesture can be used to command a computer. It is like a deaf mute trying to 

communicate with each other. Back in the 19th century, despite the use of 

mechanical device, the invention of data glove provides a new way to communicate 

with computer. Premaratne (2014) defined data glove, as the wired part on the 

fingers of the glove that will be detected by the computer when user moves their 

fingers. There is no preprocessing needed as compared to the vision-based hand 

gesture recognition. Unlike the glove-based system, vision-based system needs to 

consider some external factors during implementation. The major factor is the 

illumination changes (lighting). However, the first vision-based system came in 1980s. 

In the early development of vision-based gesture recognition system, it is very similar 

with a marker system. User wears a glove of distinct color on the fingers and sits in 

front of the camera connected to computer. The camera will detect the color of 

fingers and the motion. 
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 Generally, there are two types of hand gesture, namely dynamic and static 

hand gesture. Dynamic hand gesture is motion gesture while static hand gesture is 

posture of hand. Static hand gesture is the main focus in this paper. According to 

Messer (2009), a static hand gesture recognition can be referred as a person 

performs posture in front of a machine, the posture will be captured and analysed in 

defining the meaning of the posture. American Sign Language (ASL) recognition and 

electronic devices control using static hand gesture are two famous example in static 

hand gesture recognition (Messer, 2009). Figure 2.1 shows the typical flow of 

gesture recognition process (Premaratne, 2014). The image is captured by input 

video stream. After that, performed gesture will be determined in gesture isolation 

and feature extraction. Tracking or classification will be used for the purpose of 

recognition. 

 

 

Figure 2.1 Typical flow of gesture recognition. 

 

 

 Pansare et al. (2012) presented an experiment of real-time static hand 

gesture recognition for ASL in complex background. 26 hand gestures represent A to 

Z alphabets are tested in this experiment. This recognition system achieves 90.19% 

success rate in complex background. Figure 2.2 shows the ASL symbol. 



9 
 

 

Figure 2.2 ASL symbol. 

 

 

 Dewi et al. (2010) used hand gestures and postures recognition to control 

television. Two model structures, one with computer, camera and television, another 

with television equipped with camera, are used in the experiment. The first structure 

will be performed by computer and the second structure will be performed by 

television. This system are used to change channel and volume by hand gestures and 

postures without using remote control. 

  

 

 Hasan & Abdul-Kareem (2012) presented static hand gesture recognition 

using neural network. There are six static hand gestures to be recognized: Open, 

Close, Cut, Paste, Maximize, Minimize. These postures are used for HCI. Neural 

network with hand contour and with hand complex moments are used for the 

recognition. Neural network with hand contour has 70.83% recognition rate while 

neural network with hand complex moments  has 86.38% recognition rate. 

 

2.2.1 Hand Detection  

 

Hand detection is the first step of vision-based hand gesture recognition (Zabulis et 

al., 2009). Hand detection is the process of discovering the shown hand in front of 

the camera which is the image capture in Figure 2.1. During this process, shown 

hand is segmented from the background which is the gesture isolation in Figure 2.1. 
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