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Abstract— This paper demonstrates the research results obtained
for the application of Differential Evolution (DI2) algorithm in «
well known real time strategy game, namely Warcraft 3. The DE
algorithm is one of the global optimizers that commonly used in
solving real-time problems. In this work, the DE algorithm is
combined with the conventional feed-forward artificial neural
network in optimizing the solutions. The DE acts as an
optimization technique used during cvolution whilst the neural
network operates as the controller in deciding the unit that
should be spawned for mimicking the computer Al The
experimentation results show a group of mixed randomized
opponent from a larger food himit can be defeated by the
generated Al army using DE. Thus, it proofs that the DE used
has successfully tuned the neural weights which acts as
controllers in this tournament game. Furthermore, the gencrated
controllers could decide the best units that should be spawned in
defeating the opponent.
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l. INTRODUCTION

Ditterential Evolution (DE) is proposed by Stone and Price
during 1995 |11, Since then. DE as a branch ol evolutionary

computing had shown promising outcome in many
applications  such as neural networks learning  |2]{3].

multiprocessor synthesis [4]. optimization of dynamic system
[5]. estimation of heat transfer [6], optimization design of heat
exchangers |7]. optimization and synthesis ol heal inlegrated
distillation system [8], optimize water pumping system [9].
network design optimization [10]. optimizing sensor [11], etc.
Recently. Boryczka and  Juszezuk  used DE as  an
approximation algorithm in selecting optimal strategy in
playing zero-sum game and - the authors showed DIZ can
gencrate the likely optimal mixed strategies for large zero-sum
game [12]. Zero-sum game is a mathematical game where a
player gaining is only {rom another player’s fost [12]. In other
cases. DE also presenting promising results in neural network
learning. Slowik and Bialko uses DE to train artificial neural
network named as differential evolution — artificial neural
network training (DE-ANNT) and compared DE  with

evolutionary algorithm — neural network training (EA-NNT).
as well as Levenberg-Marquardt algorithm (LM). and back-

propagation method (EBPY [13]. The experimentation results
showed DE-ANNT show promising result by comparing o
LM and DE-ANNT can train a beuter artificial neural network
(ANN) comparing to EA-NNT and EBP. Furthermorc. Abdul-
Kader investigates DE with three different structures of ANN:
multilayer perception (MLP). radial basis function network
(RBF). and feed forward artificial neural network {FFANN) in
weather prediction inside some Egyptian town [14]. The
outcome shows that DE with FFANN is the most accurate
approach in weather forecasting. Furthermore. Li. Wang. liao.
and Han used an Improved Délerential Evolution (IDF) with
Radial Basis Function (RBF) neural network in identification
of thermal process. Their simulation results showed  the
improved RBF neural network that was used to identify
thermal complex  objects  will get  greater identification
ctfectiveness when 1DE algorithm was used to determine the
optimum paramcters [13]. DE and ANN had been applied in
many areas with promising results but still unsighted in
gaming Artificial Intelligent (Al). especially in RTS game.

Games have long been chosen as testing'plat'lbrm for Al
duc to its competitive and dynamic environment. It is a
respectable and challenging research area in computer science
as the complexity of designing gaming Al is much more
interesting and difficult compared to other real life problems
[16]. Al is an important element for game. It makes the game
more interesting by providing chailenging game-play or
controlling non-player character. Thus. this motivates the
investigation for potential of DE in generating a neural
controller for real-time stategy game, Warcralt 3 (custom
map). In this rescarch. the Warcarft 3 is used as a RTS test bed
for its popularity as one of the multi-billion seller RTS games
[17] [181 and it shares the common characteristic of nowadays
RS game such as several choices of races which having their
own special units. building and bonus features. Warcraft 3 is
also  being utilized in investigating on  improving
micromanagement of RTS game with case-based reasoning
system and in resulting the proposed approach is capable to
defeat the build in game Al nevertheless. it still out smarts by
human players | 19].

In this study. a real time environment is provided by a
custom made Warcraft 3 map. There are two forces of battle




unit involved in each game: (1) randomized opponent battle ,
unit. namely RO-Al and (2) generated neural controlier battle

unity namely DE-NN-Al. The DE-NN-Al used is a Woraht
. combination of DE and FFANN during the optimization stage. 002365
* The conventional DE is applied to tune the weights of the 043253
FFANN where FFANN works as a decision mechanism on 000231
what battle unit to spawn for competing over the opponent 0.36020

unit. The research objective is to generate an optimum group
of battle unit that extremely superior that can defeat a huge
opponent unit by having a maximum remain units after the

game. The research is focused on the human units during its

Weight

games play as a basic research scope. 0.00693
] 096023

I, METHOD 0.23057

001330

A, Feed Forward Artificial Neural Nenvorks
FIEANN has been well known for its extremely fast and :

accurate  performance in  gaming and robotics area

[13][14][16][20]. The vresearchers have proven highly

promising results could be generated with the FFANN used. It Figure 1. Structure of FFANN.

has been chosen and used in this research as it is simple. easy

to understand, easy to develop and less time consuming during 1.0 Start.

the optimization processes as it involved very little and simple
) faver of neural structure.

2.0 Initialization of population (10 chromosomes/FFANT
weights) by generating random real value V(-1.1) whicl
Throughout the literature veviewed as presented in the represents the weight of the FIPANN.

previous section. the combination o’ DE with ANN has been

N .
proven (o be useful in generating optimal solutions for real 3.0 Foop
time problems such as discussed in |13]]14]{20]. The basic 3.1 Randomly generate enemy unit until food limit is
structure of the ANN consists of a minimum of threc layers: reached which is then used as input tor FFANN.
N PR . . vy x A PR )
(1) input layer. (2) hidden layer and (3) output fayer [2()].‘ 3.2 An Individual (chromosome / weights) is loaded into

In this paper. the FFANN plays as two important roles. the FFANN and the output is computed. After that,
The FEANN is used as the ncural controller for (1) deciding the generated output is decoded into integer values
the type of unit and (2) number of unit to be spawned during that representing the amount of units that should be
the games play. 1t is important to decide the type of unit to be spawned for each type of unit.
spawned during the games play as cach different unit is having . . L .
dliﬂ’crcnt dunwcgc level an(Fu&uck skill whilst the number 07‘ 3.3Game slarts aflerlall units .mr»bOth sides had lvgerj
unit to be spawned is the key to mimic the RO-AJ The spzn-\v'nedv by ()rderlng all units to ilt[Ele‘mO\"e to the
FFANN used in this study also consists of three layers. Each centre of the customized Warcraft 3 map.
layer consists of number of nodes and the nodes are connected 3.4 Game ends once either one side of food reached zero
to other layer with forwarded connectionist {20]. The input of (all units killed) or if the life of the game has clapsed
the FEANN is the spawned RO-AT unit in each match and the 180 second. Then. fitness of the individual is
output {rom the FFANN represents the unit to be Spawncd for calculated and stored in an archive. The remained

. the DE-NN-AL. The bias value ol the NN used is +1. kach ol units are cleared awav trom the ground.

i ) the weight of the FFANN will be represent with real number e S, o , L
N which later will be the chromosomes for evolutionary stage. 22 S[Lp f"]‘ ’2 and step 22 are repeated until all
Fig. 1 shows the structure of the FFANN that used in this individuals of current population are evaluated.
study. 4.0 Scleet three parents (P1. P2 and P3) with tournament

B Differential Fyoluiion selection.

DF is a population based oplimizing method and branch of . TIf it is not the first gencration of the optimization
evolutionary computing presented by [1]. In this study. DEis process. compare among all parents stored in the
used to evolve the weight of FFANN Jor solving single archive. Choosc three  outperformed  parents  for
objective problem in generating the corresponding units Lo ) further used in the evolution phase.

defeat a group of RO-Al unit. DE is difterent comparing to
other evolutionary techniques because DE uses  different
number ol parents in generating next population. The DE
algorithm used is shows as below. 5.0 Loop

4.2 Otherwise. store the selected optimal parents o the
archive.




5.1 Crossover P1, P2 and P3 with some uniform (0, T) to
create a new offspring as below:

If within crossover rate,

. th“d — WiPl + N(O,l)(WiPZ . WiP3)
else
pchild — Pl
L L
Lndit

52 Mutate  with some uniform (0. 1) as below:
wertd WPt + N(0, mutation_rate)

5.3 Add olfspring into next population.

5.4Step 3.1. 5.2 and 3.3 arc repeated until offspring of

next generation rcaches 10,

6.0 Lliminate all individual in the current population.
Step 3. 4. 5. and 6 are repeated until reached 200 gencrations.
[, WARCRATT3 (JASS)

Warcraft 3: The I'rozen Throne is one ot the Warcraft

‘ latest series produced by Blizzard entertainment. in this
.) research. Warcraltl 3 can provide the required environment for
_/ lesting our neural controller that is dynamic. complex and
imperfeet  information  in a  three  dimensional  (3D)
environment. Other than that. Warcraft 3 also meet the feature

of current RTS game by having multiple races with own

special units. buildings and technology. Warcraft 3 provides

four races ol character; (1) human that having high armour for

units and buildings (2) orc with highly strength hit points

units. (3) undead that quick in unit production. and (4) nightell

with offensive unit. The map ol Warcrall 3 can be customized
with programming language call Jass by using Jass Editor. In
this study. JassCralt is used as the editor to modify the
war3map.j for a map as the test bed. As previously mentioned.
this study focused in human race unit. We believed that the
generated controllers could mimic any type of randomized
RO-AI unit as the human unit is strengthened by the armour
and hence the gencrated optimal units could casily defeat other
type of RO-AI races. The details of the units that used in the
experiment are shown in Table 1 and Table 2. respectively.

TABLE 1. HUMAN UNITS STATS

.) . Thit Alt- | Attack | Attack
Name

Point | ack | Range Type

Footman 420 12.5 Melee | Normal
Rifleman 305 21 Range Picree
Knight 833 34 Melee | Normal
Spell Breaker 600 14 Range | Normal
Flying Machine 200 75 Range Pierce
Mortar Team 360 38 Range Siege
Gryphon Raider 825 50 Range Magic

DragonHawk Raider 575 19 Range Pierce

Table 1 and Table 2 clearly show the varieties of the units
in human race of Warcraft 3. Knight is the strongest ground
unit with equipped cxtremely high armor nevertheless it skill
has been limiled to apply for ground unit. Gryphon raider is
the strongest air unit but skilled with very light of defensive
characteristic. Mortar team is a special unit that having siege
attack in damaging a eroup of units in a small effective area.
However, it is limited to only target for ground unit and it is
having lightly defensive skill. Unlike other game, each unit
used in Warcratt 3 is having its own unique capability and
limitation and hence a tournament could not easily to be
deleated by huge group of army used. In such a case, a group
of 15 footmen could be casily mimicked by only 5 knights. [n

TABLE 2. IIUMAN UNITS® STATS

\ Ar- Armou Unit Fo-
Name -
mour I type T'ype od
Footman 2 Heavy | Ground 2
" Mediu . N
Rifleman 0 :: Ground 3
Knight 5 leavy | Ground 4
e N Mediu . ’,
Speil Breaker 3 m Ground 3
Flving Machine 2 Heavy Air !
Mortar Team 0 Heavy | Ground 3
Grvphon Raider 0 Light Air 4
DragonHawk Raider b Light Air 3

other case. one footman could easily mimic at least two
ritflemen. The combination of units used during games play is

the key for the winning rather than depending on number of

units used.
IV.  EXPERIMENTAL SETUP
This experiment uses a 20x30 Warcraft 3 custom map, DE
and FFANN are developed in war3map.j using JassCraft, a
Jass editor. The war3map.j is then injected to the map by
MPQMaster. Fig. 2 shows the map created on WorldEdit.

Figure 2. Map on WorldEdit.



The map generated in Fig. 2 shows there are two groups of
human race units used during the games play, one group is
located on the top side and another group is positioned at the
bottom side of the map. The DE-NN-AI units are spawned on
the bottom side of the map whilst the RO-Al units are
spawned and located on the top side of the map. Furthermore.
the spell casters units and heroes units are switched oft and so
with the research technology and  upgrade bonus.  As
previously mentioned. the units used in this experiment were
limited only for human races and the micromanagement of
cach unit was not included.

There are 10 set of experiments conducted with crossover
rate (.7 and mutation rate 0.02. Food limit for DE-NN-AI unit
is prefixed to 100 and the food limit for RO-AT is assigned to
120. The food limit is purposely prefixed difterently in order
to increase the difficulty of the games play. We hope the
combination of FFANN and DE could generale a group of less
Al unit that able to defeat a larger group of opponent. The
tournament is begun once all of the units of both sides have
been spawned by ordering all units to attack-move to the
centre of the map. The tournament is considered ended by two
situations (1) food limit reached zero for either one sides (all
units have been mimicked) or (2) the match reached 180
seconds. The winner comes from the group that having highest
number of food limit remained during the games play. A timer
is included during the games play as there was a limitation
found during some strange games play. In a match. it might
happen with remaining units for both sides were unable to
attack each other since some of the units were limited to their
own skills. As an example. it might happen where there were
three knights remained for RO-AT and two (lying machines
remained for DE-NN-AL Both RO-Al units and DFE-NN-AI
were unskilled to attack each other. Hence. a timer has been
included in order to solve the limitation.

V. TESTFUNCTION
The objective of this experiment is to win the game in
competing with a stronger group of RO-Al unit. Highest
number of remaining unit is the key to be the winner for the
games play. Hence. the test function used involved the food
limit characteristic. The proposed (itness [unction is listed as
below.

Fp=Fy = Fg (n

Fy represents fitness value ol an individual. Fy; represents
remaining food of DL-NN-AT and Fg; represents remaining
food of RO-AL A positive value of F; means DE-NN-AT is
winning the match. Otherwise. the DE-NN-AL is losing the
battle if F; of the round is negative.

VI RESULT AND DISCUSSION
There were 10 sct of experiments conducted in this study.
Lach experiment involved an optimal of 200 generation runs
during the optimization processes. The experimentation results
showed all 10 generated controllers performed very well and
the generated DE-NN-AI could defeat” the RO-Al in all runs.

Fig. 3 below shows two out of all 10 experimentation results
obtained with highest average fitness scored during the
optimization stage. Fig, 3.(a) shows from |* generation to 43"
generation. the scores keep increasing from 40 to 80 and the
scores reached an average ol 83 score until its last generation.
During early stage of the first few generations. a good solution
has been successtully obtained and maintained during the
optimization stage as the elitism with archive has been applied
in order to avoid of losing good solutions. The generated good
solution was formed a balanced number of ground and air
units for our DLE-NN-AI which consists of tfew riflemen.
footmen and knights. Nevertheless. during generation 30" 10
45" that particular optimal solution had decided to change the
strategy in spawning more air units which were gryphon
raider. [Tying machine and dragonhawk raider rather than the a
combination of ground and air units. It happened as the DE-
NN-AT found that it could easily mimic against the RO-Al
with more air units used.
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Figure 3. Experimentation results.




Furthermore, it was harder for RO-Al to mimic the DE-
NN-AT air units due to some RO-Al ground units were limited
their skill in fighting against the DE-NN-AT air units. At last,
the optimum solution found was formed by a group of
gryphon raider without other type of units support. it
happened as the DE-NN-AI found that (1) there were more
units remained with gryphon raider used during the gamcs
play. (2) it was easier to mimic the RO-Al with only air unit
used. (3) the flying machine was not require as it equipped
less hit point and low atiack power. This experiment has
clearly shows the DLE-NN-AL learned some bchaviors (1)
minimizing ground units used during games play as some
ground units were limited their capability to attack air units
even they were equipped with high hit point, high attack
power and higher armor. (2) decision making in remaining and
maximizing the number of best units rather than combine a set
of different units, and (3) minimizing the time taken to mimic
the RO-Al even this leature was not previously included in the
test function.

Fig. 3.(b) shows almost similar situation happened as
discussed in Fig. 3.(a). IFrom Fig. 3.(b). it clearly depicts the
solution found was capable to defeat the RO-Al even the
combination unit in RO-AT was dilTerent for every generation.
The generated DE-NN-AT lost two matches during carly stage
of the evolution (gencrated less than zero fitness scores) but

the Al learned quickly to generate difTerent combination of

ground and air units o mimic the RO-AL Nevertheless. the
DE-NN-AL unit lost against in battle during 21% generation.
With the assistant of DE algorithm, the DE-NN-AI started o
spawn more air units rather than balanced ground and air units
and the DE-NN-Al again mimicked the RO-Al alter
generation 22" The DE-NN-AT on the go to generate betler
solution and lastly came out with a greal solution on
generation 36" onward until end of the optimization life. The
optimum DE-NN-AI was formed with all dragonhawk unit
compared to gryphon raider in the previous discussion. Even
both controllers were gencrated all air units. interestingly the
solution obtained in experiment 6 generated slightly higher
Htness score compared to experiment 8. 81.915 and 82.075
respectively. This is something interesting as gryphon raider
units used should generate higher average fitness score
because gryphon raider always equipped with highest hit point
as well as extremely high attack power compared 10
dragonhawk as shown in Table 1. Different level of equipped
armor might be is the reason of scored less from gryphon
raider. :

In other case. it clearly shows that the elitism DE-NN-AI
used has successiully maintained the good solfution during the
optimization stage. Fig. 4 shows the evidence with the
conducted experiment scored 52.085 average lilness score and
won during the games play. Typically. the average fitness
score obtained in the early stage of the experiment was around
60 with a group of combined major rifleman units and some
ground and air units.
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Figure 4 Collected results on experiment 3.

Nevertheless. the DE-NN-AT lost against the battle during
generation 92", 3" and 97th as the spawned RO-Al units
were mujored in very strong ground units such as knights.
footman and mortal team. Then. the solution was changed o
spawn morce air units for the DE-NN-AT tecam. THowever. the
DE-NN-AT units lost again for almost all battles during
ecncration 130™ - 165" It happencd as the RO-AT generated
lots of rifleman and knights to counter with the DE-NN-AI
unit. The RO-Al knights killed the DE-NN-AT ground units

just within few seconds of the games play as the DE-NN-Al

units were formed by a large group of riflemen and mortal
team that having very less or armor ability whilst the RO-Al
rifleman mimic the DE-NN-AI air units. The generated
solulions were changing during the optimization stage until
generation 170 onwards, at last. the optimal solution found. A
group of gryphon raider took place.

In an overall. the average generation for reaching early
convergence is 80.4. The average fitness scored is 73.719 and
the average maximum litness is 96.6. The overall
experimentation results were tabulated as in Table 3.

TABLE 3 OVERALL EXPERIMENTATION RESULTS.

Experiment Gcrvlcrution to f\}fcrugu l\-l;_l.xim fl_m
Converge fitness Fitness
| 79 70.775 98
2 128 65.663 96
3 173 52.085 [$)e)
4 72 77.995 99
5 66 73.995 100
6 33 82.075 96
7 18 75.380 96
8 39 81.915 96
9 35 78.745 100
10 61 72555 93
Average 804 73719 96.6




\

»)

Most of the experiments conducted were ended up with a
group of air units of gryphon raider except in experiment 6 as
discussed previously, dragonhawk raider took the place.
Obviously, a group of gryphon raider is the global solution for
this tournament fighting. The gryphon raider is considered as a
strong unit among all other human race units. Gryphon raider
is equipped with second highest hit point and second highest
attack power even with zero defensive skill. Furthermore.
aryphon raider is immunity to most of the ground units such as
footman. knight. spell breaker. and mortar team.

VI, CONCLUSION

The experimentation results have clearly showed the
optimal game controllers could be obtained through the
hybridization of FFANN and DL The gencrated controllers
were able to choose which unit to be spawned to encounter
with a stronger group of cnemy. From the results obtained. it
clearly shows the DE-NN-AL learned some behaviors (1)
minimizing eround units used during games play as some
ground units were limited their capability to attack air units

-even they were equipped with high hit point. high attack

power and high armor. (2) good decision making in remaining
and maximizing the number of best units rather than combine
a set of difTerent units. and (3) minimizing the time taken 1o
mimic the RO-Al even this feature was nol previoush
included in the test function.

VI FUTURL WORK

The inclusion of different races in unit can be tested with
FEANN with DE controller. Micromanagement is always a
great issue in gamming Al It may affect the outcome of the
controlter. Furthermore. the inclusion ol multi-objectives
concepl such as minimizing resources or minimizing food
required during the oplimization processes mavbe able (o
generate belter controllers during games play. Other studies
such as incremental learning. co-evolutionary. interactive
evolution strategy. cte could be applied to gencrate better
controllers.
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