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ABSTRACT 

 

 

Dynamic optimization problems have become increasingly popular to solve in computational 

science. As real world problems are becoming more complex day by day, dynamic optimization 

problems have become an alternative platform for the application of heuristics methods. A 

higher class of heuristics, called metaheuristics has been a popular choice in solving 

optimization problems because of their ability to adapt to uncertainties and is not biased to any 

specific problem. One of the well-known classes of metaheuristics is swarm intelligence, 

inspired by the behavior of animal swarm in the nature. Ant Colony System and Particle Swarm 

Optimization are two instances of swarm intelligence. Bat algorithm on the other hand is one of 

the latest swarm intelligence proposed. It has been applied to many continuous and discrete 

problem domains. In this research, we will attempt to apply hybrid bat algorithm with local 

search to solve a well-established dynamic combinatorial problem, which is the dynamic 

traveling salesman problem (DTSP).  The experiments included in this thesis are the parameter 

tuning of the bat algorithm parameters and then using those parameters to determine the 

optimal settings. The settings are then used in the bat algorithm framework to compare with 

other metaheuristics such as ACO and ACO with local search.  As we have proposed two 

variants of the bat algorithm, we found that from the experiments, the second proposed variant 

which is the bat algorithm with natural frequency performs better compared to the bat 

algorithm with the original proposed frequency across all benchmarks and dynamic test cases. 

However, the proposed algorithms were still unable to outperform the conventional ACO and 

hybridized ACO algorithms. Nevertheless, their performances are enhanced by the hybridization 

of the 2-Opt local search. 
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ABSTRAK 

 

 

Masalah pengoptimuman dinamik merupakan masalah yang semakin popular untuk diselesaikan 

di dalam bidang pengkomputeran sains. Masalah dunia sebenar yang semakin kompleks telah 

menjadikan masalah pengkomputeran sebagai platform alternatif untuk pengaplikasian kaedah 

heuristik. Kaedah heuristik yang lebih sofistikated, juga dikenali sabagai metaheuristik 

merupakan pilihan yang popular untuk menyelesaikan masalah pengoptimuman dinamik 

disebabkan kemampuan mereka untuk mengadaptasi kepada ketidaktentuan dan tidak 

menyebelahi mana-mana masalah yang spesifik. Salah satu kelas metaheuristik yang terkenal 

adalah kecerdasan kawanan, yang diinspirasikan daripada perlakuan kawanan haiwan semula 

jadi. Antara kecerdasan kawanan yang telah dicadangkan adalah sistem koloni semut dan 

pengoptimuman kawanan partikel. Algoritma kelawar pula merupakan salah satu kecerdasan 

kawanan yang telah dicadangkan baru-baru ini. Ia telah diaplikasikan di dalam pelbagai 

masalah domain diskret dan lanjutan. Di dalam kajian ini, kami akan cuba untuk mengaplikasi 

algoritma kelawar dengan strategi carian tempatan untuk menyelesaikan masalah kombinatorik 

dinamikiiiaituiimasalahiiperjalananiijurujualiidinamik. Eksperimen yang telah dijalankan 

termasuklah pengoptimuman parameter algoritma kelawar dan perbandingan antara nilai 

optima yang diperolehi dari algoritma kelawar yang dicadangkan, sistem koloni semut dan 

sistem koloni semut yang telah dihibridasikan dengan strategi carian tempatan. Kita telah 

mencadangkan dua jenis algoritma kelawar dan hasil daripada eksperimen eksperimen yang 

dilakukan, kita mendapati bahawa algoritma jenis kedua mempunyai nilai optima yang lebih 

baik untuk setiap kes perjalanan. Walaupun begitu, prestasi algoritma yang dicadangkan kurang 

memberangsangkan kerana nilai optima yang diperoleh kurang jika dibandingkan dengan 

algoritma semut and versi semut yang dihibridasikan dengan carian tempatan. Namun, ini 

membuktikan bahawa sesuatu algoritma itu dapat dipertingkatkan dari segi efisien melalui 

pernambahan strategi carian tempatan.     
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

 

1.1 Overview   

 

This chapter will examine the research topic which is hybridizing bat algorithm with 

discrete local search for solving dynamic traveling salesman problem (DTSP) from different 

aspects. The aspects include introduction to the problem background, problem statement, 

hypothesis, objectives and scope of research. In problem background, we will briefly explain the 

Traveling Salesman Problem (TSP), DTSP and why they remain difficult to solve till these days. 

TSP and DTSP will also be defined in this section. In problem statement section, we will briefly 

justify the use of metaheuristics method especially the bat algorithm in solving DTSP. For 

hypothesis, we will state the expected outcome for implementing bat algorithm with local 

discrete search in DTSP. We will further state the objectives and the scope for the research 

before settling on the organization of this report.  

      

 

1.2 Problem Background 

 

There are many core open problems still exist in the computational complexity theory 

that remain challengingly unsolved. One of the problems is non-polynomial (NP) hard problems 

where no efficient algorithm is known as they cannot be solved in polynomial time. In this 

context, Traveling Salesman Problem (TSP) would be the most famous case of NP hard 

problem. Till these days, TSP remains the most intensively studied problem in computational 

mathematics. The main objective for TSP can be described as simple as finding the shortest 

possible route while traveling exactly once across a set of cities that consists of certain 

distances and eventually returning to the starting city with minimal total distance. The solution 



 

2 
 

space for TSP problem can be extremely large depending on the number of cities. In other 

words, it increases exponentially with the number of cities. Variants of TSP have also existed 

which the most crucial being the Dynamic Traveling Salesman Problem (DTSP). DTSP is 

basically the generalization of classic TSP where changes can be introduced by adding or 

deleting cities, swapping location of cities or changing the value of pairwise distances. After 

changes are introduced, the salesman needs to re-plan his route. Many real world optimization 

problems are dynamic optimization problems (DOPs) where changes may occur over time 

regarding the objective function, decision variable, constraints and others. Therefore, DTSP is 

one of the useful benchmark problems that can be used to emulate the real dynamic traffic 

scenario. For example, exchangeable cities and traffic factors where the global optimum value is 

unknown during the environment.  

 

 

1.2.1 Definition of Traveling Salesman Problem (TSP) 

 

In order to create an algorithm framework for DTSP, we have to define TSP first. It can be 

described as follows: Given a collection of cities and pairwise distances of the cities, we need to 

find the shortest path that starts from one city and visits each of the other cities once and only 

once before returning to the starting city. The main objective is to minimize the sum of 

distances used to visit the entire tour. Usually the problem is represented by a fully connected 

weighted graph G = (𝑁, 𝐴), where 𝑁 = {0, … , 𝑛} is a set of nodes and 𝐴 =   𝑖, 𝑗 ∶ 𝑖 ≠ 𝑗   is a 

set of arcs. The collection of cities is represented by the set 𝑁 and the connections between 

them by the set 𝐴. Each connection  𝑖, 𝑗  is associated with a non-negative value 𝑑𝑖𝑗  which 

represents the distance between cities 𝑖 and 𝑗. TSP can be formally described as follows:  

 

𝑓 𝑥 = 𝑚𝑖𝑛   𝑑𝑖𝑗

𝑛

𝑗 =0

𝑛

𝑖=0

𝜓𝑖𝑗  

 

 

 

 

 



 

3 
 

Subject to: 

 

𝜓𝑖𝑗 =   
1, if  𝑖, 𝑗 is used in the tour
0,    otherwise 𝑛𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒

  

 

Where  𝜓𝑖𝑗   0, 1 , 𝑛 is the number of the cities and 𝑑𝑖𝑗  is the distance between city 𝑖 and 𝑗. 

Each city 𝑖 ∈ 𝑁 has a location defined by  𝑥, 𝑦  and each connection  𝑖, 𝑗  ∈ 𝐴 is associated with 

a non-negative distance 𝑑𝑖𝑗 .  

 

 

1.2.2  Definition of DTSP 

 

In this paper, the DTSP functions as the platform to change any static instances for 

conventional TSP into a dynamic environment where the fitness landscape remains unchanged 

but the algorithm will be inclined to be shifted to search for different parts of fitness landscape 

between time intervals. Since the encoding of the problems changes, the DTSP can be defined 

as: 

 

𝐷 𝑡 =  𝑑𝑖𝑗  (𝑡) 
𝑛(𝑡)×𝑛(𝑡)

 

 

Where  𝑑𝑖𝑗 (t) is the cost from city 𝑖 and 𝑗, t is the real world time. The number of cities 𝑛 𝑡  

and the cost matrix are time dependent.    

 

 

1.3 Problem Statement 

 

Traditional method such as brute force search is infeasible to be applied to solve TSP. 

Therefore, the use of heuristics and exact methods are widely accepted instead to solve TSP. A 

more versatile heuristics, which is the metaheuristics has gained popularity in recent years due 

to its flexibility which can be used as the black-box approach.  Nevertheless, applying 

metaheuristics method can solve TSP or DTSP more efficiently in terms of the quality of the 

optimal solutions. Through this research, we will implement a relatively new metaheuristics, bat 
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algorithm with local search to solve DTSP, considering its potential in various fields of 

optimization problems.  

 
 
1.4 Hypothesis 

 

Hybridization of bat algorithm with local search strategy will improve the chances of 

finding a good quality of optimal solution. The quality of the optimal solution in this context 

shall be based on comparison of optimal solutions obtained in the hybridized bat algorithms and 

other metaheuristics methods. 

 

 

1.5 Objectives of Research 

 

a. To design and implement proposed an improved metaheuristic algorithm which is the 

hybridized bat algorithm with local discrete search to solve DTSP.   

 

b. To deploy and test hybridized bat algorithm with local discrete search to solve DTSP.   

 
c. To verify the performance of hybridized bat algorithm with local discrete search by direct 

comparison with other heuristics and metaheuristics for solving DTSP. 

 

 

1.6 Scope of Research 

 

Our research will focus on the application of recently developed nature inspired 

algorithm which is bat algorithm, which will be hybridized with local discrete search in solving 

traveling salesman problem with a dynamic environment (as the benchmark problem) only and 

not solving other optimization problems. In order to demonstrate the effectiveness of the 

algorithm, several well known problem instances have been selected from the IEEE competition 

website in regard of the benchmark problem (Mavrovouniotis, Li, Yang and Yao, 2013). The 

problem instances consist of seven cities, namely eil51, kroA100, kroA150, kroA200, lin318, and 

pr439. In between testing and performing the algorithm to solve DTSP, some research might 
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